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Abstract 

With the development of wearable technology and inertial sensor technology, the 

application of wearable sensors in the field of sports is becoming more extensive. IMU 

(Inertial Measurement Unit) is a sensor that measures triaxial accelerations and triaxial 

angular velocities and it has been integrated in many devices such as smart phone, 

smart watch and other integrated sensors. In this project, we use two devices 

containing IMU sensor fixed with the subject to collect inertial characteristic data while 

the subject is playing table tennis. In the data preprocessing, we conduct time-series 

segmentation, features selection and dimension reduction using PCA (Principal 

Component Analysis). Then, we directly choose several important principal 

components as new features feeding into machine learning models. We use ANN 

(Artificial Neuron Network) and DT (Decision Tree) to realize binary motion recognition 

and compare their experimental results. In addition, based on OCSVM (One Class 

Support Vector Machine) learning model, we also achieve the faulty motion detection 

which may cause damage to players’ wrist. 

Keywords: Wearable technology; Inertial Measurement Unit; Table Tennis; Motion 

Classification; Faulty Motion Detection; Data Mining.  

1. Introduction 

As a China ‘national sport’, table tennis is one of the most common sports in Chinese 

Society. According to surveys, there are millions of people in China playing Ping-Pong 

from teenagers to elders. It’s feasible for table tennis players to apply such a device 

containing an IMU sensor during playing to recognize motions and detect strokes and 

mark faulty motion, so as to record the inertial characteristic data and improve player’s 

skills.  

In literature, on the topic of table tennis, many researches have been conducted using 

wearable sensors to monitor players during sports and provide some useful information, 

such as scoring the forehand loop training [1], motion recognition [2], and shot-

detection [3]. That information can assist physical education teachers, improving the 

effectiveness of trainers’ learning and allowing them to practice sports-related skills 

more easily. 

In addition to athletes and experts, there’s also lots of crucial guidance could be 



suggested by such sensors system for novices, such as detecting and noticing some 

faulty, harmful movements, which is beneficial to their long-term training. In this project, 

aiming at improving the quality of training for novice ping-pong players, we plan to use 

the data from IMU sensors to achieve the basic motion analysis of novices and mark 

faulty movement patterns during their training. 

 

2. System Design & Modeling 

In this section, we describe the complete procedure of our project, from problem 

formulization to each step of designing the whole system. 

2.1 Problem Modeling 

Table tennis is a vigorous competitive sport, which requires the cooperation of whole-

body muscle and skillful techniques. The basic technique motions to stroke the ball can 

be categorized as forehand stroke and backhand push. In intuition, the technical 

movements of players while they’re playing table tennis should dynamically impact the 

inertial characteristic of their bodies and the patterns of these inertial characteristic 

should be quite various in different kinds of motions. Based on the recorded 

characteristic, we preprocess the inertial measurement data and extract every single 

technical movement from the raw signals. Then, we use two classification algorithm, 

ANN and DT to recognize the forehand stroke motion and backhand push motion. At 

last, we use OCSVM algorithm to mark the faulty patterns in one stroke which means 

players rotate their wrist during stroking.  

2.2 Data Collection 

The subjects in this project were four novice male table tennis players. The IMU 

integrated devices used are a smart phone and BWT901CL. Before data collection, 

subjects were required to attach the smart phone and the BWT901CL to the upper arm 

and the back of the hand, respectively. These two devices were fixed to a certain 

position relative to the subject every time to ensure the data consistency. The place of 

collection was chosen at the table tennis court at GZIC. The subjects were informed of 

the purpose and content of the project. The collection was conducted using a table 

tennis serving machine, which could serve at a constant frequency and quality. Figure1 

below shows the IMU devices used in the project, the placement of the devices and 

the serving machine. 

 



2.3 System Overview 

 

2.4 Data Preprocessing 

In this section, we segment the time-series data into lots of time intervals and each 

time interval is corresponding to each complete motion, including swing phase and 

stroking phase. We use seven kinetic statistic parameters of each time interval to 

represent this motion. Then we conduct PCA (Principal Component Analysis) to 

achieve the dimension reduction and directly choose important principal components 

as new features feeding into machine learning model. 

2.4.1 Data Segmentation 

Raw data is time-series data, which starts before the first stroking and still records 

the data after the last stroking until the devices are paused. At first, we manually 

remove the beginning and ending parts which are obvious to distinguish when the 

data are visualized on the screen. Then we choose the most stably and uniformly 

changing inertial features from the total 12 inertial features. 

Table 1: The 12 inertial characteristic data 

 Inertial Features 

Upper Arm Accel_x Accel_y Accel_z W_x W_y W_z 

Back of Hand Accel_x Accel_y Accel_z W_x W_y W_z 

Accel_x, Accel_y, Accel_z are triaxial accelerations; W_x, W_y, W_z are triaxial angular velocity 

 



After that, we divide each motion from the whole interval according to the peaks 

and the average width. We find the locations of peaks and then calculate the 

average distance of these peaks, regarding the average distance as the width of 

each motion. 

𝑊𝑖𝑑𝑡ℎ 𝑜𝑓 𝑚𝑜𝑡𝑖𝑜𝑛 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒(𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠)) (1) 

2.4.2 Seven Statistic Kinematic Parameters Selection 

Statistic kinematic parameters have been used to analyze the motion of table 

tennis [4]. After data segmentation, the collected raw data needs to be converted 

into a numerical matrix for subsequent recognition and detection processing. 

Because the length of each motion sample varies from sample to sample, we carry 

out statistic features extraction. We use all the data in each motion sample to 

calculate the mean value, variance, kurtosis, skewness, maximum value, minimum 

value and energy, as shown in table 2, for the total 12 inertial features, as shown 

in table 1. 

Table 2: Seven Statistic Kinematic Features extracted from inertial data 

Statistical Characteristics Computational Formula 

Mean Value �̅� =
1

𝑛
∑𝑋𝑖

𝑛

𝑖=1

 

Variance 𝑠2 =
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖=1

𝑛
 

Kurtosis 𝐾 =
∑ (𝑥𝑖 − �̅�)𝑛

𝑖=1 𝑓𝑖
𝑛𝑠4

 

Skewness 𝑆𝐾 =
𝑛 ∑ (𝑥𝑖 − �̅�)𝑛

𝑖=1

(𝑛 − 1)(𝑛 − 2)𝑠3 

Maximum Value 𝑀𝑎𝑥(𝑋𝑖) 

Minimum Value 𝑀𝑖𝑛(𝑋𝑖) 

Energy 𝐸 = ∑ 𝑋𝑖
2

𝑛

𝑖=1
 

 

2.4.3 Data Normalization 

Feature normalization is normally necessary, which can restrict the characteristic 

values to a certain range with little numerical difference, and the characteristics of 

the sample data represented by each feature are not changed. Besides, data 

normalization also improves the efficiency of subsequent machine learning model. 

Small scalar input values always make the model converges faster than the raw 

data. Common methods of feature normalization have their own metrics. In this 

project, we choose the linear normalization method, as follows: 

�̇�𝑛𝑜𝑟𝑚 =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 (2) 



2.4.4 Principal Component Analysis 

PCA method is conducted in this project. PCA is an unsupervised learning of 

information measured by variance, which is not subjected to sample label limit. And 

the principal components are orthogonal to each other after dimensionality 

reduction, which can eliminate the dependence between the components of the 

original features [4]. Also, unusual variation, not apparent from the original features 

will often show up in low-variance components, which are highly informatively in 

our subsequent faulty motion detection. 

𝑃𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = [𝑤1 𝑤2 𝑤3 …𝑤84]

[
 
 
 
 
𝑋1

𝑋2

𝑋3

…
𝑋84]

 
 
 
 

 (3) 

Formula 3 shows that each principal component is the linear combination of all 

original features. 

Figure 4 below shows the compute explained variance of each principal 

component and the cumulative variance of all 84 principal components.

 

2.4.5 Principal Features Selection 

After principal component analysis, we can get principal components which are 

equal in amount to preceding statistical kinematic features. Due to the total number 

of 84 (2 devices×6 inertial features×7 Statistical Kinematic parameters) features, 

we score each features according to mutual information and set a threshold to 

select more informative features, so as to reduce the input dimensions of machine 

model. 

Mutual information describes relationships in terms of uncertainty. The mutual 

information between two quantities is a measure of the extent to which knowledge 

of one quantity reduces uncertainty about the other. 



 

𝑀𝑢𝑡𝑢𝑎𝑙 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = 𝐻(𝑋) − 𝐻(𝑋|𝑌)  (4) 

𝐻(𝑋) = −∑𝑃(𝑋 = 𝑖) log2 𝑃(𝑋 = 𝑖)

𝑛

𝑖=1

         (5) 

      𝐻(𝑋|𝑌 = 𝑣) = −∑𝑃(𝑋 = 𝑖|𝑌 = 𝑣) log2 𝑃(𝑋 = 𝑖|𝑌 = 𝑣)

𝑛

𝑖=1

     (6) 

 

Figure 5 shows that the mutual information scores of the first ten principal 

component are relatively large than others. Thus, we set the threshold of mutual 

information score is equal to 0.5. 

2.5 Motion Classification 

2.5.1 Artificial Neural Network 

2.5.1.1 Algorithm Structure 

Due to the preprocessed data having 11 effective feature values, we build an input 

layer with 11 input number. Besides, we build a hidden layer with 6 nodes. Also, 

owing to the 2-classes classification problem, we determine the number of output 

layer is 2. The whole structure is the following figure 6. The natural network is a full 

connected network. 

 



Besides, we use K-fold Cross-Validation to take full advantage of our data set 

(800 data is not fully enough). Firstly, we separate data set as train set called train 

set_1 (account for 70%) and test set (account for 30%). Then, we divide train 

set_1 into 4 parts averagely, use 3 parts as train set to train ANN model and the 

other set as verification set, every time. The operation will run 4 times, which will 

choose different train sets and verification set every time. As for the difference of 

train set, the model of ANN is also different. So, we use every model to predict 

test set and will gain 4 results. We consider the final result as the mean of the 4 

results. In addition, we choose cross entropy as the function of loss calculation 

[5], during the operational process. The function is: 

𝑙𝑜𝑠𝑠(𝑥, 𝑐𝑙𝑎𝑠𝑠) = − log (
exp(𝑥[𝑐𝑙𝑎𝑠𝑠])

∑ exp(𝑥[𝑗]) 
𝑗

) = −𝑥[𝑐𝑙𝑎𝑠𝑠] + log(∑𝑒𝑥𝑝(𝑥[𝑗])

 

𝑗

) (7) 

We calculate the loss 70 times and update the weight of every input by using BP 

(Back Propagation) algorithm to find the optimal solution. Also, we use sigmoid 

function as activation function, 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + 𝑒−𝑥
  (8) 

To use more information of feature value and not determined by one or two 

feature value, L2 regularization are used, which will punish large weight more 

severely than small weight. As a result, the generalization ability of the program 

will promote. The complete process of the ANN algorithm is, 

 

2.5.1.2  Hyper-Parameter Determination 

The number of hidden layer nodes are confirmed by the equation [6], 

𝑁ℎ =
𝑁𝑆

(𝑎 × (𝑁𝑖 + 𝑁𝑂))
 (9)

𝑤ℎ𝑒𝑟𝑒 𝑁𝑖: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑛𝑜𝑑𝑒𝑠
                 𝑁0: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑛𝑜𝑑𝑒𝑠 

𝑁𝑠: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠       
                 𝑁ℎ: 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 𝑛𝑜𝑑𝑒𝑠 

𝑎: 𝑎 𝑛𝑢𝑚𝑏𝑒𝑟 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 2 𝑎𝑛𝑑 10

 

Calculated according to the equation, 𝑁ℎ is between 4 and 15. In addition, due 

to the principle of build ANN (choose the simplest structure when two structure 

have same effect), we choose 6 nodes as we hidden layer.  



 

 

We use the mean F1 of two classes as the stander of classifier. The larger mean 

F1 classifier gains, the better classifier is. So, from the figure 8 (a), we can know 

that when the number of nodes equal to 6, the mean F1 is largest. When 𝑁ℎ less 

than 6, the model is underfitting. When 𝑁ℎ larger than 6, the model is overfitting.  

The number of hidden layers is also a hyper-parameter. In this algorithm, we build 

1 hidden layer. Actually, for this problem, one hidden layer is enough. We had built 

a 2 hidden layers structure model with 6 nodes every layer. The result is shown 

in figure 8 (b). 

Compared with 1 hidden layer structure model, the mean train accuracy is higher, 

but the mean test accuracy and mean F1 is lower, which is typical overfitting. 

More than 2 hidden layers structure is no need to consider [7]. 

The k in K-fold Cross-Validation is another parameter. Usually, the number of k is 

larger than 2. we have tried 3, 4, 5, 6 four cases. According to figure 9, it’s easy 

to know, when k equal to 4, the result is best. So far, all the parameters in 

algorithm are determined and best. 

2.5.2 Decision Tree 

The other algorithm we used to classify is DT. The 11 feature values are the input. 

The output are 2 classes, forehand and backhand motion. We divide data set into 

train set (account for 50%) and test set (account for 50%). Use Gini coefficient to 

classify. Set the maximum depth is 10, for a large maximum depth will result to 

overfitting. When Gini coefficient of all nodes equal to 0 or the maximum depth is 

larger than 10, the program will stop.  

 



2.6 Faulty Motion Detection 

Unlike the preceding models, which distinguish forehand and backhand motions, this 

model is used to find the faulty motion. To better solve the problem, we choose 

algorithms used in Anomaly Detection. In figure 10, we can get three classes of data：

forehand, backhand and known fault, including both forehand and backhand. But there 

are many data that we have not obtained: Unknown-Fault, which includes all other 

types. Thus, the Binary Classification Algorithm may not work here and anomaly 

detection can do a better job. 

 

2.6.1 Algorithm Introduction 

Algorithms we choose for this model are: One-Class SVM and Local Outliers 

Factor (LOF). The following sections introduce these two algorithms. 

2.6.2 One-Class Support Vector Machine 

One-Class SVM is an unsupervised learning algorithm, which based on the 

characteristics of normal data. Data with similar characteristics to normal data is 

considered as normal data, otherwise it is considered as abnormal data. One-Class 

SVM do a good job in high dimensional space. 

The Core Code： 

one_svm = OneClassSVM (nu=0.12, kernel='rbf') 

where nu is an upper bound on the fraction of training errors and a lower bound of 

the fraction of support vectors. (nu∈(0,1)) When nu=0.12, it means it tries to find 

about 12% faulty data in the test set. 

For kernel in this algorithm, we choose the most suitable one: rbf (Radial basis 

function). 

𝜅(𝑿𝟏, 𝑿𝟐) = (𝜙(𝑿𝟏), 𝜙(𝑿𝟐)) = exp(−
||𝑿𝟏 − 𝑿𝟐||

𝟐

2𝜎2
 ) (10) 

Main idea of kernel function is mapping the vector from p in the low dimension to 

h in the high dimension, so that the case of linear non separability in the low 

dimension can become linearly separable in the high dimension. 

2.6.3 Local Outliers Factor 

LOF algorithm is an unsupervised algorithm, which is based on density. LOF 

algorithm is suitable for anomaly detection of data with different density. 



 

The Core Code： 

LOF = sklearn.neighbors.LocalOutlierFactor( 

contamination=0.08, n_neighbors=20, novelty=True) 

  where, n: If n_neighbors is larger than n, all samples will be used. 

Contamination: The amount of contamination of the data set, like the proportion of 

outliers in the data set, which is Similar to nu in One-Class SVM. 

Novelty: If use LocalOutlierFactor for novelty detection, novelty = True. 

Main idea： 

LOF algorithm judges whether each point P is an anomaly by comparing the density 

of each point P and its neighborhood points: the lower the density of point P, the 

more likely it is to be an anomaly. The density of points is calculated by the distance 

between points. The farther the distance between points, the lower the density; The 

closer the distance, the higher the density. In other words, the density of points in 

LOF algorithm is calculated by the K neighborhood of points, not by global 

calculation. 

 

3. Experimental Results & Evaluation 

Due to the use of K-fold Cross-Validation, the model has trained 4 kinds of ANN model 

using 4 different train set. Thus, we calculate the change of loss and accuracy of 

validation set. After many experiments, we find that when the iterations are between 

50 and 70 the loss and the accuracy will converge. Then, we use the final model to 

predict the test set and compute the accuracy and confusion matrix each time. we print 

when epochs larger than 30, every 3 epochs. Besides, we compute the mean 

confusion matrix and mean accuracy of 4 model to reduce the error. Using mean 

confusion matrix, we can calculate the precision and recall score of forehand and 

backhand. (0 means forehand and 1 means backhand in thermodynamic diagram of 

mean confusion matrix) The following figures shows the final result. 

 

As for Decision Tree algorithm, we visualize the results. Every step of classification is 

visible. Also, we compute the confusion matrix, accuracy, precision and recall. The 

results are as follow, 



 

Table 4: The Comparison of ANN model and DT model 

 ANN DT Better 

Accuracy 0.972322 0.969849 ANN 

F1 forehand 0.957605 0.965648 DT 

F2 backhand 0.972370 0.973134 Same 

The accuracy is an import metric of classifier. Thus, we conclude that ANN performs 

better than DT. Nevertheless, ANN is vague. It is hard to know the change of every 

input weight and bias during updating. An ANN model with complex structure is 

considered as a “black box”. But the DT can do an excellent visualization. You can 

know clearly every step of classification, such as Gini coefficient, classification 

condition, the number 2 classes divided by last class. So, we conclude DT is better 

than ANN in terms of process. 

 

As for the One-Class SVM model, dividing all data into two set: train set (66%) and test 

set (34%). When the value of nu=0.12, in the figure13 (a), the number of True Negative 

is 9 and False Positive is 0. All faulty data are detected. But the total 255 normal data, 

9 are judged as faulty data. In the judgment of wrong data, the accuracy rate reaches 

100%, but in the judgment of normal data, the accuracy rate is 96.47%. 

As for LOF model, dividing all data into two set: train set (66%) and test set (34%). 

When the value of contamination is equal to 0.08, n_neighbors equal to 20, in the figure 

13(b), the number of True Negative is 32 and False Positive is 0. All faulty data are 

detected. But the total 255 normal data, 32 are judged as faulty data. In the judgment 

of wrong data, the accuracy rate reaches 100%, but in the judgment of normal data, 

the accuracy rate is 87.45%. 



 

Table 5: The Comparison of One-Class SVM model and LOF model 

 Proportion of FP Proportion of NT Accuracy 

One-Class SVM 0/11=0 9/225=0.0353 0.9647 

LOF 0/11=0 32/255=0.1255 0.8745 

Compared with these two algorithms, it is not difficult to find that although the models 

trained by the two algorithms can find out the wrong data, One-Class SVM has fewer 

errors and is more accurate in judging the normal data. 

 

4. Discussion 

 

After principal component analysis, it can be found that in the principal component 1, 

which gets highest mutual information score among all 84 principal components, the 

statistics, energy and minimum value of the x-axis linear acceleration of upper arm 

accounts for the most. It shows that the x-axis linear acceleration of upper arm 

becomes the most important factor in distinguishing forehand motion and backhand 

motion, which is quite beyond our expectations. Besides, although the data 



segmentation may perform not very well due to the fuzziness in the boundary of each 

motion, the results of classification and faulty motion detection both perform quite 

satisfying. 

 

The parameter of hidden layer in ANN determination is based on empirical formula, 

which always considers the worst condition. So that the range of hidden layer and 

hidden layer nodes will be wide, which need cost heavy calculated amount to find the 

appropriate parameter. Besides, it is hard to judge whether the model is overfitting or 

underfitting for the stander is not clear. Actually, the two algorithms cannot make full 

use of 11 feature values, for example: the DT just use the PC5, PC9, PC1 and PC7 

four feature values to classify.  

By adjusting the algorithm parameters, it is easy to find all abnormal data (FP = 0). 

However, because the existence of TN is difficult to eliminate, there is always a 

bottleneck in the accuracy of our algorithm. Imagining a situation: when a test set is full 

of normal data, due to the existence of TN, the data set will still be detected and 

considered to have a lot of abnormal data. Therefore, further reducing the value of TN 

will be the key problem. Therefore, we try to prove whether expanding the training set    

can effectively reduce TN. 

Take the average value through multiple experiments, this figure uses the existing data 

to describe the relationship between the number of training set data and proportion of 

TN. Through MATLAB, the fitting function is: 

𝐹(𝑥) = 21.62𝑥−0.9942 

x is the number of training set data and F(x) is predicted value of proportion of TN.  

Table 6: The Prediction Results According to the Fitting Equation 

Accuracy 99% 99.90% 99.99% 

Proportion of TN 0.01 0.001 0.0001 

Training Set Data 2292.95 23337.4 237525.97 

 

5. Conclusions & Future Work 

In conclusion, we’ve gained a lot and progressed a lot. We formulate a real-world 

problem into data mining task and use what we’ve learnt in this class to solve this 

problem. To our surprise, the final result is quite satisfied, not only the classification 

model but also the faulty motion detection model. Besides, we think what we’ve done 

is meaningful and useful for our reality. Table tennis players can record their 

performance during a game or a training. Through the analysis from our model, he or 

she can get how many times he or she uses forehand stroke and backhand push, and 

whether his or her motion is correct in terms of the guidance of novices. We think the 

information above definitely will improve table tennis player’s training quality. 

If more time allowed, we will continue to improve our model, not only will we learn and 

try more efficient and appropriate algorithm, but also consider more complicate 

situations. All of our team are ping-pong enthusiastic fan, we hope to make 

contributions to what we love.  
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